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1 Introduction

Exploration versus exploitation is a critical topic in reinforcement learning. Although the ultimate
goal of RL problems is to maximize the expected reward of the policy, committing to solutions too
early on without enough exploration has significant opportunity costs. Modern RL algorithms such as
[41], [54], [55] that optimize for the best returns can achieve good exploitation quite efficiently, while
exploration remains more like an open topic. Such RL algorithms that proved successful in dense
reward environments utilized ε-greedy exploration which leaves space only to how much randomness
will be allowed, but not to how the randomness will be directed.

[27] was among the first algorithms to apply entropy of the policy as part of the loss function, thus
encouraging diverse actions to be considered within a single policy. Furthermore, [40] incorporated
Tsallis entropy, a generalized entropy term into the actor-critic framework, thereby allowing the degree
of exploration to be manipulated. However, this still could not shed light on how the stochasticity of
the policy will unfold as exploration in a directed fashion.

The biggest problem can be elucidated on their performance on hard-exploration problems with sparse
reward environments. A concrete example of this would be montezuma’s revenge, where the player
needs to take hundreds of actions(i.e. moving to the next room, going down the ladder and jumping
over the monsters) to get the first reward signal. These environments require much "wandering
around" to find which line of actions has the highest possibility of a reward before concluding that
all actions seem pretty much equal reward-wise. Another problem was evident in the "Noisy-TV"
problem first presented in [11]. Imagine that an RL agent is rewarded with seeking novel experience,
however a TV with uncontrollable and unpredictable random noise outputs would be able to attract
the agent’s attention forever. The agent obtains new rewards from noisy TV consistently, but it fails
to make any meaningful progress and becomes a “couch potato”.

As we will explore throughout this report, intrinsic motivation was one of the biggest clues in the area.
Agents formulated their own rewards based on counts over observations, past memories, predictions
over the future states, etc. Variational inference (information gain) was also utilized in computing
the intrinsic rewards. Moreover, exploration was also studied on meta-reinforcement learning and
multi-agent environments.

2 Preliminaries

2.1 Reinforcement Learning Setting

A Markov decision process(MDP) is defined as a tuple M = S,A, d, P, γ, r, where S is the state
space, F is the corresponding feature space, A is the action space, d(s) is the distribution of an initial
state, P (s′|s, a) is the transition probability from s ∈ S by taking a ∈ A, γ ∈ (0, 1) is a discount
factor, and r is the reward function defined r(s, a, s′) , E[R|s, a, s′] with random reward R.

Then, the MDP problem can be formulated as :
maxπ∈ΠEπ[Σ∞t γ

tRt], (1)

where Σ∞t γ
tRt is a discounted sum of rewards, also called a return, Π = {π|∀s, a ∈ S×A, π(a|s) ≥

0,Σaπ(a|s) = 1} is a set of policies, and τ is a sequence of state-action pairs sampled from
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the transition probability and policy, i.e., st+1 ∼ P (·|st, at), at ∼ π(·|st) for t ∈ [0,∞] and
so ∼ d. For a given π, we can define the state value and state-action (or action) value as V π(s) ,
Eτ∼P,π[Σ∞t γ

tRt|so = s] and Qπ(s, a) , Eτ∼P,π[Σ∞t γ
tRt|so = s, ao = a], respectively. The

solution of an MDP is called the optimal policy π∗. The optimal value V ∗ = V π
∗

and the action-value
Q∗ = Qπ

∗
satisfy the Bellman optimality equation as follows: For ∀s, a,

Q∗(s, a) = Es′∼P [r(s, a, s′) + γV ∗(s′)] (2)

V ∗(s) = maxa′Q
∗(s, a′), π∗ ∈ argmaxa′Q∗(s, a′) (3)

where argmaxa′Q
∗(s, a′) indicates a set of the policy π satisfying Ea∼π[Q∗(s, a′) =

maxa′Q
∗(s, a′) and a ∼ π∗ indicates a ∼ π?(·|s). Note that there may exist multiple optimal

policies if the optimal action value has multiple maximum with respect to actions.

3 Exploration Strategies

3.1 Classic exploration strategies

3.1.1 ε-greedy exploration

ε-greedy exploration is where the agent randomly takes exploratory "random" actions with probability
ε and takes the optimal action with 1− ε probability. Recent variations of this exploration strategy
is [14], where a temporally extended form of ε-greedy exploration is proposed. The work shows
that temporal persistence with the selected random action is much more time-efficient than vanilla
ε-greedy exploration and can show results when combined with existing algorithms such as [35]
or [28] that surpasses existing intrinsically motivated algorithms on continuous control, tabular
environments and Atari Learning Environment(ALE)[8].

3.1.2 Upper confidence bound(UCB) exploration

Since random exploration can give us a bad action which we have confirmed in the past, an alternative
approach is to be optimistic about options with high uncertainty and thus to prefer actions for which
we haven’t had a confident value estimation yet(principle of "optimism in the fact of uncertainty").
Thus The agent selects the greediest action to maximize the upper confidence bound:

At = argmax
a

[
Qt(a) + c

√
logt
Nt(a)

]
, (4)

where Qt(a) is the estimated value of action ’a’ at time step ’t,’ Nt(a) is the number of times that
action a has been selected, prior to time t, and c is a confidence value that controls the level of
exploration. Here exploration is represented by the second part of the equation, and the first part
represents the exploitation scheme. Nt(a) will be small for actions that hasn’t been taken as often
and will lead to large uncertainty measure, leading to higher chance of selecting such action. One of
the most recent works that utilizes UCB as part of exploration strategy include UCLS[39], where
least-squares TD-learning is combined with exponential averaging over the estimation of upper
confidence bound. State-dependent noise variance was added to focus exploration on a subset of
variable states while less dwelling on other states.

3.1.3 Noise-based exploration

Adding noise to observation, action or even parameter space was experimented and produced
noticeable results. [20] added stochasticity to the agent’s policy parameters and replaced entropy
reward and ε-greedy exploration heuristics in A3D and DQN to achieve faster learning attributable
to efficient exploration. [49] added Gaussian noise to agent’s policy parameter vector(both on- and
off-policy) with adaptive noise scaling:

σk+1 =

{
ασk if d(π, π̂) ≤ δ,
1
ασk otherwise,

(5)

where α ∈ R>0 is a scaling factor and δ ∈ R>0 a threshold value. The concrete realization of d(·, ·)
depends on the algorithm.
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3.2 Intrinsic rewards

Intrinsic motivation which was first shed light on from psychological viewpoint [46] has provided a
great insight into how an agent could learn in a sparse reward environment. Thus the policy is trained
with a reward composed of two terms, rt = ret + βrit where β is a hyperparameter adjusting the
balance between exploitation and exploration. One pioneering work on intrinsic motivation was [34]
which proposed the idea of empowerment of the agent as intrinsic reward utilizing Shannon channel
capacity.

3.2.1 Count-based rewards

Density estimation models Using density models for the count, [9] [45] proposed counting the
number of states the agent has visited and using it as additional intrinsic motivation. The less it has
visited in the past, the more chance the agent has to take action towards such state. [9] introduced
two concept: pseudo-count function N̂n(s) and pseudo-count total n̂. Combined, they were designed
to imitate an empirical count function:

ρn(s) =
N̂n(s)

n̂
≤ ρ′n(s) =

N̂n(s) + 1

n̂+ 1
(6)

Thus the pseudo-count can be computed as:

N̂n(s) = n̂ρn(s) =
ρn(s)(1− ρ′n(s))

ρ′n(s)− ρn(s)
(7)

where ρ′n(s) = ρn+1(s) due to online training.

Using raw image input Following works on count-based intrinsic reward [45] used PixelCNN[60]
as density models. Hashing after counting[59] was proposed which used SimHash[13], a type of
locality-sensitive hashing that measures similarity by angular distance for low-dimensional state-
spaces and used auto-encoders for high-dimensional raw pixel inputs. [21] trains a classifier to
discriminate states against each other which corresponds to density estimation and further uses it to
compute count-based internal rewards.

Recent works which utilizes density estimation not directly using count-based reward include [65],
where density estimation is computed using Variational Gaussian Mixture Model(V-GMM) to priori-
tize trajectories in the replay buffer.

3.2.2 Prediction-based rewards

Prediction of the environment dynamics could provide a measure of agent’s knowledge of the
environment, so improvements of the agent’s knowledge was another proxy for intrinsic reward. First
proposed in [53], the idea of curiosity(predictability) was widely used to generate intrinsic motivation.
Intelligent adaptive curiosity(IAC)[46] first outlined the idea of using a forward dynamics prediction
model for intrinsic exploration. IAC constructed the intrinsic reward so that the agent would pick an
action that would most decrease the prediction error rate of the dynamics predictor and learn quickly
about the environment.

Utilizing neural networks as forward dynamics Utilizing deep predictive models, [57] trained
a forward dynamics model in the encoding space defined by φ, fφ : (φ(st), at) → φ(st+1) and
computed intrinsic reward in the new space using model’s prediction error as rit = ( ēt(st,at)t·C ) where
ēt = et

maxi≤tei
is the model’s prediction at time t and C > 0 is a decay constant. The encoding

function was learned via an auto-encoder using ε-greedy explored data collection. Given a forward
model f , an inverse dynamics model g and an observation st, at, st+1:

gψI
(φ(st), φ(st+1)) = ât (8)

fψF
(φ(st), at) = φ̂(st+1) (9)

rit = ‖φ̂(st+1)− φ(st+1)‖22 (10)
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Intrinsic Curiosity Module(ICM) In an attempt to replace auto-encoders, [47] proposed Intrinsic
Curiosity Module(ICM) which learns the state space encoding with a self-supervised inverse dynamics
model g : (φ(st), φ(st+1))→ at. The feature space only captures those changes in the environment
related to the actions of the agent, and ignores the rest, based on the paper’s proposition that good
state feature space should exclude such factors because they cannot influence the agent’s behavior
and thus the agent has no incentive for learning them. Following the same curiosity-driven approach,
[10] compared four encoding functions over various environments with pure intrinsic reward at
large-scale:

• Raw image pixels : φ(x) = x

• Random features(RF): Each state is compressed through a fixed random neural network.
• VAE: The probabilistic encoder is used for encoding, φ(x) = q(z|x).
• Inverse dynamic features (IDF) : The same feature space as used in ICM

where the intrinsic reward was computed as rt = rit = ‖f(st, at) − φ(st+1)‖22. Random features
have shown competitive results in some environments, but inverse dynamics feature performed
better in feature transfer experiments. Multiple forward dynamics with ICM was used in [48] to
use disagreements between the models as intrinsic reward, which was differentiable thus allowing
gradient descent through the ensembles.

Figure 1: Illustration of training architecture for self-supervised exploration via disagreement. (Image
source: Pathak, et al. 2019)

Random Network Distillation(RND) Random network distillation(RND) was used[11] to capture
the error between the predicting neural network f̂(st) and the fixed randomly initialized neural
network f(st). If the discrepancy is high it means the state the agent is currently in is novel and needs
to be further explored. The exploration bonus is computed as ri(st) = ‖f̂(st; θ)− f(st)‖22. Recent
works on prediction-based rewards include RIDE(Rewarding Impact-Driven Exploration) [50] where
intrinsic reward which encourages the agent to take actions that lead to significant changes in its
learned state representation is applied to the agent. The overall intrinsic reward is calculated as

RIDE(st, at) ≡ rit(st, at) =
‖φ(st+1 − φ(st)‖2√

Nep(st+1)
(11)

where φ(st+1) and φ(st) are the learned representations of consecutive states, resulting from the
agent transitioning to state at+1 after taking action at in state st. Since the proposed agent will not
receive rewards for reaching states that are inherently unpredictable, exploration was made robust
with respect to distractor objects or other inconsequential sources of variation in the environment, as
was made clear in the Noisy-TV and mini-grid experiments.

3.2.3 Entropy-based rewards

One notable work that utilizes state entropy itself as intrinsic reward was Random Encoders for
Efficient Exploration (RE3)[56]. In environments with high-dimensional observation k-nearest
neighbor entropy estimator in the low-dimensional representation space of convolutional encoder
is utilized. This work is surprising in that although the encoder is randomly initialized and fixed
throughout training without any representation learning, sample efficiency is achieved especially in
sparse reward environments.
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3.3 Variational inference-based exploration

3.3.1 Variational Information Maximizing Exploration(VIME)

Variational Information(Information Gain) of the forward dynamics model was maximized in [31] to
provide intrinsic motivation. The dynamics model is paremeterized as a Bayesian neural network, as it
maintains a distribution over its weights. The BNN weight distribution qφ(θ) is modeled as a fully fac-
torized Gaussian with φ = {µ, σ} and we can easily sample θ ∼ qφ(·). KL-Divergence was computed
using the Fisher Information Matrix, leading to the intrinsic reward: rit = DKL[qφt+1(θ)‖qφt(θ)].

3.3.2 Mutual Information based strategies

MINE and Deep-Infomax Mutual Information was also shed light upon as a tool for exploration
by [7], [29]. In the context of generative adversarial networks MINE[7] aims at maximizing the
approximation of mutual information between the latent code and the raw data. [29] builds on the
idea and trains a decoder-free encoding representation maximizing the mutual information between
the input image and the representation. Furthermore, the method uses f-divergence information for
better numerical stability.

MUSIC In Mutual Information State Intrinsic Control(MUSIC)[64], MI quantity I(Ss;Sa) was
approximated using lower bound in the Donsker-Varadhan representation with the compression
lemma in the PAC-Bayes literature. Interesting point here is that mutual information was not only
used as an intrinsic motivation but was also applied as prioritization scheme as in [65] to attain similar
results. In [37], mutual information was computed to reduce uncertainty of embedding representation
in between consecutive states and state-action pair to find a pair of optimal embedding functions φ(s)
and ψ(a). This work focused on how to learn an effective linear dynamics, i.e. φ(s′) = φ(s) + ψ(a)
and leaving the nonlinear aspects of the dynamics onto the neural networks. Embedding functions
were then used to construct intrinsic reward which showed exceeding performance in some Atari-
games and continuous control tasks. [15] proposed feature control as intrinsic motivation and shows
state-of-the-art results in montezuma’s revenge.

Drop-Bottleneck Notable recent work includes Drop-Bottleneck[38] where the input information is
compressed by discretely dropping a subset of input features. Using Deep-Infomax[29] discriminator
and the notion of episodic memory[51], the Drop-Bottleneck is trained as to encourage compression
by dropping unnecessary features, but still be able to predict the next state compressed representation
each using a mutual information term in the objective loss. This strategy was particularly effective in
noisy environments such as VizDoom[36] and DM-Lab[6].

3.4 Memory-based exploration

Never Give Up and Agent57 The idea of intrinsic reward was further extended by Never Give
Up(NGU)[3] and Agent57[2] where the former structured the intrinsic reward in two levels: episodic
reward utilized random network distillation as lifelong novelty reward and inverse dynamics feature
to compute episodic reward as shown in figure 2. The total intrinsic reward is expressed as rit =

repisodict ·min{max{αt, 1}, L}, where L is a chosen maximum reward scaling and αt a life-long
curiosity factor that measures novelty of the action across multiple episodes. Using UVFA [52]
framework, the proposed algorithm learns a family of policies each varying with the degree of
exploration as opposed to exploitation. Using the intrinsic reward, augmented reward is further
computed with a hyperparamter β: rt = ret + βrit. [3] also utilized used LSTM[30] in the form of
Recurrent Experience Replay[35] to store episodic memories. NGU was improved by [2], the first
deep RL agent that outperforms the standard human benchmark on all 57 Atari games. Two major
improvements in Agent57 over NGU are:

• A population of policies are trained in Agent57, each equipped with a different exploration
parameter pair {(βj , γj)}Nj=1. Recall that given βj , the reward is constructed as rj,t =

ret + βrit and γj is the reward discounting factor. If is natural to expect policies with higher
βj and lower γj to make more progress early in training, while the while the opposite
would be expected as training progresses. A meta-controller (sliding-window UCB bandit
algorithm[22]) is trained to select which policies should be prioritized.
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Figure 2: (left) Training architecture for the embedding network (right) NGU’s reward generator.
(Image source: Badia, et al. 2020)

• The second improvement is a new parameterization of Q-value function that decomposes
the contributions of the intrinsic and extrinsic rewards in a similar form as the combined
reward: Q(s, a; θj = Q(s, a; θej + βjQ(s, a; θij . During training, Q(s, a; θej ) and Q(s, a; θij
are optimized separately with rewards rejand rij , respectively.

Episodic Curiosity In order to measure the closeness of states in episodic memory, [51] took the
transition between states into consideration rather than using Euclidean distance between states. The
proposed method measure the number of steps needed to visit one state from other states in memory.
If the number of steps is bigger than a threshold, the state is considered novel and is rewarded
by bonus. Siamese network containing one embedding network φ : S → Rn and a comparator
network C : Rn ×Rn → [0, 1] to output a binary label on whether two states are close enough in the
transitional graph C(φ(si), φ(sj))→ [0, 1].

First of the two notable recent works, PolyRL[1] incorporates the idea of local history into finite (short-
term) persistence of the agent’s behavior. Introduced as locally self-avoiding random walks(LSA-RWs),
the stiffness is structured via computing radius of gyration as the measure of spread in the states. The
persistence which resembles that of [14], achieved comparable results in in 2D Navigation tasks and
Mujoco locomotion experiments and outperformed in several environments with sparse or delayed
reward structures. Second work is RAPID[63] which proposed an episode-level exploration method
for procedurally-generated environments. RAPID regards each episode as a whole and gives an
episodic exploration score from both per-episode(local) and long-term(global) views where those
highly scored episodes are stored in a small ranking buffer and used as imitation learning data.
Although it is very much similar to the episodic and life-long reward concept of NGU, this one used
episodic reward as a prioritization score for imitation learning.

3.5 Option/Skill discovery methods

Options Options are policies with termination conditions. There are a large set of options available
in the search space and they are independent of an agent’s intentions. By explicitly including intrinsic
options into modeling, the agent can obtain intrinsic rewards for exploration. Variational intrinsic
control[23] is such a framework for providing the agent with intrinsic exploration bonuses based on
modeling options and learning policies conditioned on options.

Deep covering options[32] builds upon covering options [33] which could not be easily combined
with modern representation learning techniques and succeeds in discovering a small set of options
that encourage exploration by minimizing the agent’s expected cover time—the expected number of
steps required to visit every state in the environment.

Skill Discovery Unsupervised learning provides a fresh view on learning skills and using goal-
conditioned learning. Skill discovery can be thought of as an undirected exploration where the task is
not given. Various skills found along the process could later be matched with the appropriate task.
DIAYN[18] was successful at discovering skills that are task-agnostic through sampling a latent skill
variable z ∼ p(z) and training a separate discriminator qφ(z|st) to maximize the diversity of the
skills discovered. The pretrained skills were then later composed hierarchically to perform specific
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given tasks. DISCERN[62] learns a MI objective between states and goals to discover new skills.
MUSIC[64] was combined with DISCERN to discover skills that maximized mutual information
between the surrounding state and the agent state, and mutual information between the state overall
and the goal combined. Explore, discover and learn[12] tests the limitation of existing option-based
exploration method regarding poor coverage of the state space. While most assumptions and settings
are similar to DIAYN(i.e. latent skill variable z ∼ p(z)), EDL relies on a fixed distribution over
states p(s) and makes use of variational inference (VI) techniques to model p(s|z) and p(z|s).

Deep skill graphs One interesting latest works that directly uses skills as a direct method of
exploration is deep skill graphs[4], developed over skill chaining[5]. The algorithm seamlessly
interleaves discovering skills and planning using them to gain unsupervised mastery over ever
increasing portions of the state-space. Taking advantage of deep covering options[33] mentioned
above, salient events are sequentially generated and is distinguished using a binary classifier. The
constructed skill graph is constantly extended with focus on these salient events while exploring as
shown in Figure 3.

Figure 3: When the discovered salient event (red) is outside the graph, the agent uses planning inside
the graph to reach the node closest to its goal (green). It then expands the graph by constructing a
series of skills that connect the salient event to the graph. (Image source: Bagaria, et al. 2020)

3.6 Q-value exploration

Bootstrapped DQN[44] modifies DQN to approximate a distribution over Q-values via the bootstrap.
A classic DQN is altered into multi-headed DQN but with bootstrapping method to measure uncer-
tainty of q-value for each action and choose the one with the highest uncertainty. Multiple Q-value
heads are trained in parallel but each only consumes a bootstrapped sub-sampled set of data and each
has its own corresponding target network, although the results leaned towards complete sharing of
data over all heads. Deep exploration is well structured via MDP chain experiments followed by the
ALE. Although not dominant in every games, Bootstrapped DQN proved to be a scalable exploration
scheme. However, this kind of exploration is still restricted, because uncertainty introduced by
bootstrapping fully relies on the training data. Following work[43] utilizes randomized prior function
to inject some prior information independent of the data. Bootstrapped DQN using randomized prior
function is described as analogous to randomized least-squares value iteration and aids to propagate a
temporally consistent sample of Q-value.

Figure 4: MDP chain experimental setup for deep exploration. The actual experiment was done using
extended version of the chain (Image source: Osband, et al. 2016)
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3.7 Direct exploration

Direct exploration was first proposed in Go-Explore[16] to solve the hard-exploration problems.
The method involved exploring until a task is solved but required going back to past states that
was stored in its memory as "novel." Then those trajectories were used for imitation learning for
"robustification." Calling for a resettable simulator, the algorithm was unrealistic. An improved
version, policy-based Go-Explore [17] learned a goal-conditioned policy and uses that to access a
known state in memory repeatedly. The goal-conditioned policy is trained to follow the best trajectory
that previously led to the selected states in memory. They include a Self-Imitation Learning[42] loss
to help extract as much information as possible from successful trajectories. DTSIL[24] and directed
exploration[25] also used goal-conditioned policies but with different definition of goals.

3.8 Multi-agent environment exploration

As multi-agent reinforcement learning gained much light, exploration that was well directed and
coordinated among agents was studied. Measuring influence among agents was structured in [61]
with two specific methods: exploration via information-theoretic influence (EITI) and exploration
via decision-theoretic influence (EDTI). EDTI uses a novel intrinsic reward called Value of Interac-
tion(VoI) to disentangle transition and reward influences of one agent’s behavior on expected returns
of other agents by disentangling both. The EITI reward is an intrinsic motivation that encourages
agent 1 to visit more frequently the state-action pairs where it can influence the trajectory of agent
2. The paper furthermore proposed augmented policy gradient formulations which allows to draw
a connection between coordinated exploration and the distribution of individual intrinsic rewards
among team members. By optimizing EITI or EDTI objective as a regularizer, agents are encouraged
to coordinate their exploration and learn policies to optimize the team performance.

3.9 Exploration for Meta-RL

Meta-learning, or learning to learn, refers to the problem of learning strategies for fast adaptation
by using prior tasks. Model agnostic exploration with structure noise(MAESN) [26] uses prior
experience both to initialize a policy and to learn a latent exploration space from which it can sample
temporally coherent structured behaviors. This proposed method allows producing exploration
strategies that are stochastic, but still informed by prior knowledge, and thus more effective than
random noise. Importantly, per-task latent variable distribution is explicitly trained as Gaussian
N (µi, σi) and the update is similar to those of MAML[19].

HyperX[66] is one of the most interesting meta-learning exploration strategy. The work focuses on
what the agent could learn during meta-training and explores the idea of meta-exploration. Meta-
exploration refers to the challenge of exploring across tasks and adaptation behaviours during meta-
training. The agent has to (a) explore across individual tasks since the same state can have different
values across tasks, and (b) learn about the shared structure between tasks to extract information
about how to adapt. Thus the algorithm concentrates more on efficiently conducting exploration
on the hyper-state space using RND[11] so as to gather more data to find the most Bayes-optimal
task-exploration strategy.

3.10 Pessimism on bonus-based exploration schemes

Most of the recent works on exploration have focused on hard-exploration problems, the most
representative being the montezuma’s revenge from ALE[8]. There was a inspritiing paper[58]
pointing out the trade-off in performance over other easy-exploration games that is prevalent in most
exploration schemes that have performed well on montezuma’s revenge. This was quite evident
in NGU[3] and Agent57[2]. The paper carefully compares the results of rainbow[28] combined
with ε-greedy exploration with the results of 1) count-based exploration[9],[45], 2) curiosity driven
exploration[47], 3) random network distillation and 4) NoisyNet [20]. The paper claims that recent
gains in montezuma’s revenge may be better attributed to architecture change, rather than better
exploration schemes; and that the real pace of progress in exploration research for Atari 2600 games
may have been obfuscated by good results on a single domain.
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4 Conclusion

This concludes the paper’s journey on exploration strategies in RL. Classic ε-greedy exploration still
seems to perform comparatively to more advanced exploration schemes, except on hard-exploration
environments. UCB and noise-based explorations still add useful insights to estimation of uncertainty
and sampling. Intrinsic rewards was started out with count-based strategies, but more engagement
with the transition model and the environment were added, as shown in ICM and RND. Variational
information allowed for various uses of neural network as function approximators. Memory-based
intrinsic rewards, although requiring large compute and memory, achieved post-human performance
on all 57 Atari games with pixel inputs. Skill discovery were also another path to finding new novel
states. Exploration was also useful in meta-learning and multi-agent RL. Last but not least, there were
concerns raised on the utility of exploration schemes that had to sacrifice performance in certain easy
tasks for fewer harder ones. These trade-offs were quite evident from these papers to me, but the fact
that careful experiment proved ε-greedy experiments as competitive as other bonus-based exploration
was quite refreshing. Although originally sparked from biological inspirations, exploration is now by
far an exploding area of research within RL, and will continue to be the leading driver in the advances
in RL.
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